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SAM is integral part of CDF DH, but talk scope pre-defined

Review of the CDF DH Roadmap 

Some new components to CDF DH project
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Overview: Baseline Goal FY2004 
CDF Enstore fully migrated to use of 9940B tape drives

        About 3/4 done by data volume - work by enstore-admins 
CDF dCache fully implemented, 100 TB+, with sub-caches

        Done: Krb5 auth required for reads and writes. Stable ops.
All Enstore access goes through dCache (read .and. write)

        Write pools deployed, ready for bulk testing.
Tapeless data paths for produced (and raw?) datasets

        Ready for use when write pools validated at load.
Retire "legacy" systems, once baseline proves reliable

        Done. Static file servers absorbed. DIM/Kahuna turned off.
Fully adapt to SAM schema; drop DFC schema, keep API

        In progress. (but this is "non-SAM" talk).
CAF adapted to become a SAM station w/direct dCache access

        In open beta testing. (but this is "non-SAM" talk).
Simplified "entry-level" SAM input for users (carrot, not stick)

        Work on SAM optimization of file delivery w/dCache ESM.
Robust operations, doc’d procedures, user experience issues

        Investigating rare errors, corrupt files going into Enstore, ...
Groundwork: CAF output catenation, unified data processing

        "scratch dCache" (FKW), CAF+SAM+Grid, ....
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CDF DH Baseline Goal FY2004
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dCache: Bytes Read/day in 2003

30 TB/day

10 TB/day
dCache to Clients

Enstore to dCache

20 TB/day

40 TB/day

50 TB/day

60 TB/day

Nowadays
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Simplify treatment of NOACCESS files in Enstore
        Now involves e-mail comm, manual meta-data changes 

dCache Features: Auto-stage, open timeout
        Simplify tapeless path mgmt. DB disconnects during tape pause.

SRM interface to dCache
        Revive component work to simplify SAM dCache ESM.

Scratch dCache, CAF+SAM+Grid, global DH deployment
        SAM Install Fest Jan 2004 (UF). Work in SAM context to refine.

Test dCache as CAF and data volume scales increase.
        Look for weak or slow points to maintain current robustness.

Improved error reporting, monitoring for user point-of-view
        Help users understand state of system, requests w/o experts

Consult on old and new DH applications
        Example: ntuple-based datasets need "taming" and file catalog.

Integrate operations with CDF Offline, CDF SAM support.
        Use time now spent triaging reports to work on DH/SAM dev.

Integrate non-SAM development with SAM development
        In progress: CDF DH is SAM (w/dCache, Enstore thrown in)
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